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This article considers both structural and strategic influences on col-
lective action. Each person in a group wants to participate only if
the total number taking part is at least her threshold; people use a
network to communicate their thresholds. People are strategically
rational in that they are completely rational and also take into ac-
count that others are completely rational. The model shows first that
network position is much more important in influencing the revolt
of people with low thresholds than people with high thresholds. Sec-
ond, it shows that strong links are better for revolt when thresholds
are low, and weak links are better when thresholds are high. Finally,
the model generalizes the threshold models of Schelling (1978) and
Granovetter (1978) and shows that their findings that revolt is very
sensitive to the thresholds of people “early” in the process depends
heavily on the assumption that communication is never reciprocal.

INTRODUCTION

Collective action has been studied in two largely disjoint approaches, one
focusing on the influence of social structure and another focusing on the
incentives for individual participation. These approaches are often seen
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as competing or even opposed. This article describes a simple model that
tries to bridge this methodological division, using concepts from both so-
cial network theory and game theory. Here, a group of people face a col-
lective action problem in that an individual wants to participate only if
joined by enough others; exactly how many total participants are neces-
sary is given by the individual’s “threshold.” Individuals are located in a
social network, and each person knows the thresholds of only her neigh-
bors in the network; each person has “local knowledge.” People are strate-
gically rational: they are completely rational and make decisions knowing
that others are completely rational.

The model makes three substantive points. First, many empirical stud-
ies of collective action make the assumption, implicit in linear regression,
that a person’s individual characteristics and social position enter into
participation linearly and independently. My model suggests that this
might not be valid. In this model, people with low thresholds, who are
highly predisposed toward participation, are affected much more by social
position than people with high thresholds. Intuitively, whether a low-
threshold person participates or not depends greatly on whether that per-
son happens to have some sympathetic friends, while a high-threshold
person participates only if a great mass of people participate. Second, al-
though widely scattering “weak links” seem to be better for widespread
communication than more involuted “strong links” (Granovetter 1973),
empirical researchers have found that strong links, not weak links, cor-
relate positively with participation (e.g., McAdam 1986; McAdam and
Paulsen 1993; Valente 1995). Our model helps resolve this puzzle by show-
ing that when thresholds are low, strong links can be better for participa-
tion. Weak links are better at spreading information widely, but strong
links are better at locally creating the common knowledge, that is, knowl-
edge of other people’s knowledge, essential for collective action. Third,
the model generalizes the threshold models of Schelling (1978) and Grano-
vetter (1978) and shows that their finding that collective action is very
sensitive to the thresholds of people “early” in the process depends heavily
on the assumption that communication is never reciprocal. When even a
small possibility of reciprocal communication is allowed, collective action
is fairly robust. These three points are made using randomly generated
networks of 30 people. I conclude by discussing the model in relation to
existing models, especially on the issue of network transitivity.
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THE MODEL

There is a group of # people, and each person chooses either to revolt »
(participate in the collective action) or stay at home s (not participate).
Each person i has an idiosyncratic threshold 6; € {1, 2, ... ., n + 1}, a
person wants to revolt only if the total number of people who revolt is
greater than or equal to her threshold. For example, a person with thresh-
old 2 prefers to revolt if he is joined by at least one other; a person with
threshold % prefers to revolt only if everyone else does. The social net-
work — is a binary relation over N, where j — i means that person j talks
to person i. We define B(i) = {j € N:j — i} to be person i’s “neighbor-
hood,” the set of people who talk to 7. We assume that — is reflexive (i — i)
and thus i € B(i). The idea is that person i knows the thresholds of only
the people in her neighborhood B(Z). We also assume that person i knows
all network relations among the people in B(i); in other words, for all j,
k € B(i), he knows whether or not j — &.

To model this as a game, we have to specify information, strategies,
and payoffs and define equilibrium. The details of this are in the appendix;
here, I try to explain the game using some simple examples. The key mod-
eling principle here is that a person’s knowledge determines his ability to
distinguish between states of the world, and if a person cannot distinguish
between several states of the world, he must take the same action in all
of them. For example, say there are only two people: person 1 has a thresh-
old of either 1, 2, or 3, and person 2 also has a threshold of either 1, 2,
or 3. Hence, there are nine possible states of the world: 11, 12, 13, 21, 22,
23, 31, 32, 33, where 23 is the state in which person 1 has threshold 2 and
person 2 has threshold 3, for example.

Say that person 1 and person 2 do not communicate; we have the “null
network,” as shown in figure 1 (of course 1 — 1 and 2 — 2, but throughout
we leave out these “loops” for clarity). Hence, each person only knows his
own threshold. We can represent person 1’s knowledge by the sets {11,
12, 13),{21, 22, 23}, {31, 32, 33}, which form a partition of the nine possible
states of the world, as shown in figure 1. The idea here is that if two states
of the world are in the same set, then she cannot distinguish between
them,; for example, person 1 cannot distinguish between states 21, 22, and
23 because she does not know person 2’s threshold. Similarly, since person
2 only knows his own threshold, his partition is {11, 21, 31}, {12, 22, 32},
{13, 23, 33}, also shown in figure 1.

Person 1 chooses whether to revolt or stay at home given a state of the
world. If her threshold is 1, then she is happy to revolt all by herself and
thus chooses to revolt in states 11, 12, and 13, as shown in figure 1. If her
threshold is 3, then she never wants to revolt under any circumstances
and thus chooses to stay at home in states 31, 32, and 33. If her threshold
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F1G. 1.—Null network (no communication)

is 2, then ideally person 1 would like to revolt in state 21 (in which case
person 2 will surely revolt) and stay at home in state 23 (in which case
person 2 will surely stay at home). But she cannot distinguish between
these states; she does not know person 2’s threshold. If she cannot distin-
guish between two states, then she cannot condition her action on them.
In other words, she must revolt in all three states 21, 22, and 23 or stay
at home in all three states. If she chooses to revolt, then person 2 might
revolt (if the state is 21) but might not (if the state is 23). In other words,
if she revolts, then there is the possibility that the total number of people
revolting is less than her threshold. We assume (for the sake of modeling
simplicity) that a person gets a very large negative payoff or penalty if
this happens and hence a person revolts only if she knows for certain that
enough others will revolt. Hence, person 2 decides to stay at home in states
21, 22, and 23, as shown in figure 1. Similarly, person 2’s actions are also
shown in figure 1.

Now consider the case when we have the “complete graph” network in
which 1 = 2 and 2 — 1, as shown in figure 2 (when an arc is symmetric,
we leave out the arrows for convenience). Here, each person knows each
other’s threshold. Now person 1’s partition (and also person 2’s) is {11},
{12}, {13}, {21}, {22}, {23}, {31}, {32}, {33}, as shown in figure 2. Now each
person can distinguish between all states of the world.
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F1G. 2.—Complete network (full communication)

As before, person 1 revolts in states 11, 12, and 13 and stays at home
in states 31, 32, and 33. Before, when person 1 had threshold 2, since he
could not distinguish between states 21, 22, and 23, he chose to stay at
home in these states. Now, person 1 can distinguish between these states
and can take different actions in them. At state 21, person 1 revolts since
he knows that person 2 has threshold 1 and will hence revolt. At state 23,
person 1 stays at home since he knows that person 2 has threshold 3 and
hence will not revolt. Similarly, person 2 revolts in state 12 and stays at
home in state 32.

At state 22, when both people have threshold 2, person 1 wants to revolt
if person 2 revolts, and person 2 wants to revolt if person 1 revolts. Hence,
if both revolt, this is an equilibrium in the sense that each person is making
the best choice given what the other person is doing (this is the standard
concept of Nash equilibrium). It is also an equilibrium for both people to
stay at home (if you do not revolt, I do not want to revolt, and if I do not
revolt, you do not want to revolt). In our model, whenever there is this
kind of indeterminacy (there is more than one equilibrium), we assume
that the equilibrium that occurs is the one in which the most revolt takes
place. That is, when two people with threshold 2 discover each other, we
assume that they revolt.

To make a prediction for more general networks with # people, it is
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Fi1G. 3.—Three networks: everyone has threshold 2

simply a matter of writing down all states of the world, each person’s
information partition, and proceeding in a similar way. This becomes dif-
ficult, however, for large # since there are (# + 1)" states of the world.
But it is possible to solve the model without writing down all states of
the world (of course, all but the simplest cases still require a computer; a
program is available from the author). To take an example, consider the
three networks in figure 3 and say everyone has threshold 2; thus, the true
state of the world can be written 222.

First, consider network (a). Here, person 1 knows his own and person
2’s threshold; thus, he knows that the state of the world is either 221, 222,
223, or 224. Person 2 knows her own and person 1’s threshold and thus
similarly knows that the state of the world is either 221, 222, 223, or 224.
Person 3 knows his own and person 2’s threshold and thus knows that
the state of the world is either 122, 222, 322, or 422. Who revolts? If person
1 revolts at states 221, 222, 223, and 224, and person 2 revolts in states
221, 222, 223, and 224, this is an equilibrium since in all four states each
person can count on the other to revolt. Will person 3 revolt? As far as
person 3 can tell, the state of the world could be 422. In state 422, person
1 has threshold 4 and surely stays at home. In state 422, person 2 also
stays at home because he cannot count on having a partner: person 1 stays
at home, and person 2 does not know anything about person 3’s threshold.
So at state 422, person 3 will surely not have a partner. Since person 3
cannot distinguish between the states 122, 222, 322, or 422, he will not
take the risk and hence will stay at home. So only persons 1 and 2 will
revolt.

Note that here person 3 does not revolt even though he has threshold
2 and has a neighbor, person 2, who revolts. Person 3 knows that person
2 will revolt if person 1 is a willing companion, but person 3 does not
know anything about person 1; as far as person 3 knows, person 1 could
have threshold 4, in which case person 2 will surely stay at home.

Now, consider network (b). Again, persons 1 and 2 know that the state
of the world is either 221, 222, 223, or 224. Now, person 3 knows every-
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F1G. 4.—Square and kite

one’s threshold and thus knows that the state of the world is exactly 222.
Who revolts now? As before, person 1 and person 2 can count on each
other and revolt in all four states 221, 222, 223, or 224. Person 3 knows
that the state of the world is 222 and thus persons 1 and 2 will both revolt;
hence, he revolts also. So now everyone revolts.

Finally, consider network (c). As before, person 3 knows everyone’s
threshold, but now person 1 only knows his own threshold and person 2
only knows her own threshold. As far as person 1 can tell, the state of
the world could be any state in the set {211, 212, 213, 214, 221, .. ., 244},
and thus person 1 does not revolt. Similarly, person 2 does not revolt.
Person 3 knows that the state is 222, but since persons 1 and 2 do not
revolt at state 222, person 3 stays at home.

Note that person 3 revolts in network (b) but not in network (c), even
though his knowledge of others’ thresholds is the same in both cases. The
reason is simply that in network (b) person 3 knows that persons 1 and
2 can communicate reciprocally and hence revolt, while in network (c),
person 3 knows that they cannot. In other words, it is crucial here that
person 3 knows whether persons 1 and 2 know each other; our model
relies on the assumption that each person knows the relationships among
her neighbors.

PLURALISTIC IGNORANCE AND COMMON KNOWLEDGE

Now, say that we have four people, each with threshold 3, and consider
two networks, the “square” and “kite,” as shown in figure 4. These two
networks nicely illustrate that a person’s revolt depends not only on him
knowing others’ thresholds but also on him knowing what other people
know.

Consider first the square. Since everyone has threshold 3, the actual
state of the world can be written 3333. In the square, person 1 knows that
person 2 and person 4 have threshold 3 but knows nothing about person
3’s threshold. Hence, all person 1 knows is that the state of the world is
in the set {3313, 3323, 3333, 3343, 3353}, where state 3353, for example,
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is the state in which person 3 has threshold 5 and everyone else has thresh-
old 3. Person 1 will revolt only if he knows that two other people will
revolt in each of these states. Consider state 3353, which is perfectly possi-
ble as far as person 1 can tell. At state 3353, what, for example, will person
2 do? Person 2 does not know person 4’s threshold and thus cannot distin-
guish between the states in the set {3351, 3352, 3353, 3354, 3355}. If person
2 revolts in these states, it is possible that she will have only one partner
(the state could be 3355, in which case persons 3 and 4 never want to
revolt). Hence, person 2 will stay at home at state 3353. So, if person 1
revolts in state 3353, at best only person 4 will join him. Hence, person
1 does not revolt at the states {3313, 3323, 3333, 3343, 3353} and thus does
not revolt at state 3333. We can show similarly that persons 2, 3, and 4
do not revolt at state 3333 either.

Consider now the kite. Here, person 3 knows everyone’s threshold and
thus knows that the state of the world is 3333. Persons 1 and 2 know
everything but person 4’s threshold; they thus know the state of the world
is in {3331, 3332, 3333, 3334, 3335}. Person 4 only knows his own and
person 3’s threshold; he thus knows that the state of the world is in the
set {1133, 1233, ..., 5533}. Person 4 clearly does not revolt; as far as he
can tell, the state of the world is 5533, in which case he has at most one
willing partner. But, if persons 1, 2, and 3 revolt in all states in {3331,
3332, 3333, 3334, 3335}, this is an equilibrium since in all three states at
least three people revolt and each person has threshold 3.

So, according to our model, no one revolts in the square, but three peo-
ple revolt in the kite. Note that this difference cannot be accounted for
by macroscopic characteristics such as the total number of links (four sym-
metric links in both cases), or even by finer measures such as the number
of neighbors each person has (in the kite, two revolters have only two
neighbors, as in the square). The difference between the square and kite
is truly a structural difference.

What is the difference between the square and the kite? In the square,
each person knows that there are three people with threshold 3: himself
and his two neighbors. That is, each person knows that conditions are
such that revolt is possible. But, say I am considering whether to revolt.
What do I know about, say, my neighbor to the right? I know that he has
threshold 3. I also know that he knows that there is at least one other
person with threshold 3: me. But I do not know anything about his other
neighbor (“across” from me). Hence, I cannot count on him revolting, and
so I do not revolt. In this case, even though everyone knows that revolt
is possible, no one in fact revolts. In the kite, however, each person in the
“triangle” knows not only that two other people have threshold 3, but they
also know that these two other people know each other’s threshold.

In other words, in the square, each person knows that there is sufficient
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discontent (there are three people with threshold 3), but each person does
not know that anyone else knows. It is not enough for everyone to simply
know that there is sufficient discontent; what is required is “common
knowledge” (Lewis 1969; Aumann 1976): everyone has to know that there
is sufficient discontent, everyone has to know that everyone knows, every-
one has to know that everyone knows that everyone knows, and so on.
In the kite, among members of the triangle, the fact that there are three
people with threshold 3 is common knowledge: each person knows it,
knows that every other person knows it, and so on.

The importance of common knowledge for collective action can be dem-
onstrated in a wide variety of contexts (starting with Lewis [1969]; see
also, e.g., Rubinstein 1989; Chwe 1998). Several related ideas exist in the
literature. One is the concept of “pluralistic ignorance” from social psy-
chology (Allport 1924; Katz and Allport 1931; O’Gorman 1986), which
refers to a situation in which people hold very incorrect beliefs about the
beliefs of others. For example, in a 1972 survey, 15% of white Americans
favored racial segregation, but 72% believed that a majority of the whites
in their area favored segregation (O’Gorman 1979; see also Shamir 1993).
Pluralistic ignorance is not usually understood as related to collective ac-
tion; more often it is understood as a matter of individual psychology
(O’Gorman 1986; Mullen and Hu 1988): a person reduces dissonance by
thinking that her own view is the majority view, for example. Recently,
however, it has been applied to the former Soviet Union and Eastern
European states, the idea being that dissatisfaction was widespread but
that few people knew how widespread it was. These accounts focus on
limited communication due to criminal penalties for self-expression, a
government-controlled press, and in the spirit of our model, a lack of social
ties (Coser 1990; Kuran 1991). “The reduction of pluralistic ignorance,”
due to modern communication technology and increased foreign contacts,
led to “a political wave of tremendous power” (Coser 1990, p. 182).

Another related idea is James Scott’s (1990) distinction between the
“public transcript,” what subordinates say when talking publicly to their
superiors, and the “hidden transcript,” what subordinates say among
themselves. For example, “if the sharecropping tenants of a large land-
owner are restive over higher rents, he would rather see them individually
and perhaps make concessions than to have a public confrontation” (Scott
1990, p. 56). This is because public declarations enable subordinates to
find out about each other: “It is only when this hidden transcript is openly
declared that subordinates can fully recognize the full extent to which their
claims, theiv dveams, their anger is shared by other subordinates” (Scott
1990, p. 223; emphasis in the original). The knowledge of others, which
makes revolt possible, is formed not only by public declarations but also
by social structure: “the informal networks of community . . . through
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kinship, labor exchange, neighborhood, ritual practices, or daily occupa-
tional links” (Scott 1990, p. 151).

Even more explicitly, Roger Gould (1995, pp. 18—20) argues that “poten-
tial recruits to a social movement will only participate if they see them-
selves as part of a collectivity that is sufficiently large and solidary to
assure some chance of success through mobilization. A significant source
of the information they need to make this judgement is . . . social relations
[which are] the mechanism for mutual recognition of shared interests (and
of recognition of this recognition, and so on).” Translated into the language
of our model, a person will participate only if she is assured that enough
others will (the number of people revolting will be at least her threshold),
and crucial in that decision is what she learns about the interests (thresh-
olds) of others in her social network. Also, it is not just a matter of recog-
nizing other people’s interests (knowing other people’s thresholds) but rec-
ognizing other people’s recognition (knowing what others know), and so
forth.

This idea, that social networks influence a group’s knowledge of itself
and thereby influence its ability to collectively act, is plausible and rele-
vant enough to have arisen independently in multiple contexts. By giving
it explicit mathematical form as in our model, it can be used not just to
broadly motivate an argument but also to make specific predictions.

DYNAMICS

So far, our model is static. A simple way to add some dynamics is to
assume that each person’s neighborhood expands in time. We assumed
earlier that a person’s neighborhood is those people who are immediately
adjacent, in other words, within one link away; we can think of this as
the first “period” in time. We can make the simple assumption that in the
second period each person’s neighborhood is those people who are within
two links away; in the third period, each person’s neighborhood is those
people within three links; and so on. To say this precisely, define the dis-
tance d(j, 7) from person j to person i to be the length of the shortest path
from j to 7. Define B(i, ¢) = {j € N: d(j, i) = ¢} to be the “neighborhood
of radius ¢” centered at i. The assumption is that at time £, person i’s
neighborhood is B(3, t): he knows the thresholds of everyone in B(s, ¢) and
the network relations among the people in B(i, £). The idea here is that
information flows through the network over time: first people know about
their neighbors, second they learn about their neighbors’ neighbors too,
and so on. It is easy to show that as time progresses, and people learn
more about each other, revolt never decreases: revolt either increases or
remains constant.
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F1G6. 5.—Mean and standard deviation of number of people revolting over time

THRESHOLDS AND NETWORK POSITION

Since our model incorporates both network and threshold heterogeneity,
it is natural to look at their combined effects. Consider networks of 30
people, in which each person has two neighbors selected at random; these
are “unbiased” networks since any person is equally likely to be a given
person’s neighbor. Say that there are two people with threshold 1, two
with threshold 2, and so on up to 15. We randomly generate 1,000 of these
networks and find the average and standard deviation of the number of
people revolting at a given time, as shown in figure 5.

The mean number of people revolting grows slowly at first, increases
quickly, and finally slows down again as in the classic “logistic” curve.
(Of course, in general in our model, depending on the thresholds and the
network, the growth of revolt can be almost any curve, as shown in later
examples; if growth is not logistic, one cannot conclude, as does, for exam-
ple, Burt [1987], that the network has no effect.) By ¢ = 6, in 958 of our
1,000 networks, all 30 people have revolted; by ¢ = 8, in 994 of our 1,000
networks, all 30 have revolted. The standard deviation is highest in inter-
mediate periods and can be quite substantial: for example, at ¢ = 4, the
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standard deviation is 6.0, more than half of the mean 11.6. This variance
comes entirely from the randomness in network positions, since the distri-
bution of thresholds is always the same; in other words, network variation
alone can have a large effect on aggregate behavior.

One might expect that the people who revolt earliest are the ones with
low thresholds. Figure 6 shows the threshold distribution of people who
first revolt at time ¢ = 1, ¢ = 2, and so on; recall that there are two people
for each threshold from 1 to 15. At ¢ = 1, the two threshold 1 people both
revolt, and occasionally a threshold 2 person revolts. At ¢ = 2, the people
who revolt are mainly threshold 2 and threshold 3 people; similarly, at
time ¢ = 3, the only people who revolt are those with low thresholds. At
t = 4, some high-threshold people revolt, but the threshold distribution
is still slightly skewed toward lower thresholds. At ¢ = 5 and ¢ = 6, the
threshold distribution is skewed toward higher thresholds but is still fairly
“flat.” So it is true that people who revolt early tend to have low thresholds,
but it is also true that people who revolt late do not necessarily have high
thresholds. For example, when ¢ = 5 and most of the people revolting
have high thresholds, there are still many low-threshold people who are
just starting to revolt.

Another way to see this is to plot the mean and standard deviation of
the time at which a person of a given threshold starts to revolt, as in figure
7 (the rare cases in which a person does not revolt by ¢ = 8 are not included
in this calculation). People with higher thresholds indeed revolt later on
average. However, except for people with threshold 1, the revolt time
of people with low thresholds has higher variance than those with high
thresholds. In other words, the revolt time of people with low thresholds,
except of course people with threshold 1, are influenced much more by
their network position. This makes sense: for people with high thresholds,
all that matters for revolt is being connected to a large mass of people,
but for people with low thresholds, whether you are lucky enough to be
close to another person with a low threshold makes a big difference.

Empirical studies often make the assumption, implicit in linear regres-
sion, that all independent variables (age, social class, ideology, social posi-
tion) enter linearly into participation. In other words, one’s social position
affects one’s participation equally, regardless of whether one is very dis-
posed to participate (has a low threshold) or is not disposed to participate
(has a high threshold). This example suggests that this might not be justi-
fied: people with low thresholds would be affected by social position much
more than people with high thresholds. In fact, perhaps another empirical
strategy for verifying if social position is a significant influence on partici-
pation is to check whether the adoption time of people who seem to have
low thresholds has greater variance than the adoption time of people who
seem to have high thresholds.
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F1G. 7.—Mean and standard deviation of time period in which a person of a
given threshold starts to revolt.

STRONG AND WEAK LINKS

The distinction between “strong” and “weak” links is an early insight of
social network theory (Granovetter 1973). Roughly speaking, a strong link
joins close friends and a weak link joins acquaintances. A simple empirical
finding (Rapoport and Horvath 1961; see also White 1992) is that strong
links tend to traverse a society “slowly”™ start with an arbitrary person,
find two of her close friends, then find two close friends of each of these
two people, and continue in this manner. As you iterate, the group in-
creases slowly because often no one new is added: the close friends of my
close friends tend to be my close friends also. If instead you successively
add two acquaintances, the group grows quickly: the acquaintances of
my acquaintances tend not to be my acquaintances. Weak links traverse
a society “quickly” a demonstration suggests that any two people in the
United States can be connected by as few as six weak links (Milgram 1992;
see also Kochen 1989). Weak links tend to scatter widely, while strong
links tend to be involuted.

To connect a large society, then, weak links are more important than
strong links; weak links are more important for spreading information
(Granovetter 1995; see also Montgomery 1991). For collective action, how-
ever, the importance of strong versus weak links is unclear. Data from
volunteers in the 1964 Mississippi Freedom Summer, for example, show
that the presence of a strong link to another potential participant corre-
lates strongly and positively with participation, while the presence of a
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weak link has no correlation (McAdam 1986; McAdam and Paulsen 1993;
see also Fernandez and McAdam 1988). In three classic “diffusion” stud-
ies, rates of adoption are actually negatively correlated with the presence
of weak links (Valente 1995, p. 51).

Our model shows how strong links can be better for participation when
thresholds are low and weak links can be better when thresholds are high.
This is because the involutedness of strong links, their tendency to form
small cliques, is exactly what is needed to form common knowledge at a
local level; if my friend’s friend is my friend also, then common knowledge
among the three of us is formed quickly. If thresholds are high, common
knowledge must be formed among a large group of people; then, weak
links are better simply because they speed up communication.

Again, consider networks of 30 people, each person having three neigh-
bors. To randomly generate strong and weak networks, we use the follow-
ing simple procedure (similar to that of Hedstrém [1994]; see, e.g., Fararo
and Skvoretz [1987] and Frank and Strauss [1986] on biased networks in
general and specifically Skvoretz [1990] on the difficulties of randomly
generating biased networks). We first give each person a location, selected
randomly and uniformly, on a unit square. A person’s neighbors are se-
lected in the following manner: with probability p, a “bias event” occurs
and a neighbor is selected randomly among the closest three neighbors;
with probability 1 — p, a neighbor is selected randomly from the entire
population. Hence, if p = 1, then each person’s neighbors are simply the
three closest people; if p = 0, then we have an unbiased random graph
as discussed in the previous section.

Figure 8 shows some examples. When p = 1, the network is composed
completely of strong links between geographically close people. When
p = 0.8, on average 80% of the links are strong and 20% are weak links
that scatter widely. When p = 0.6, there are more weak links, and when
P = 0, locality is irrelevant and all links are weak.

For each of these four values of our “bias parameter” p, we generate
200 random networks. One way to check that these networks approximate
what is normally considered strong versus weak is to plot a “tracing” for
each value of p (Rapoport and Horvath 1961), as shown in figure 9. Figure
9 shows the number of people within a certain number of links (averaged
over all 30 people in a graph and over all 200 networks), for each of the
four values of p. For example, for all p, starting from a given person, there
are exactly four people within one link (the person herself and her three
neighbors). The average number of people within two links of a given
person (the person herself, her neighbors, and her neighbors’ neighbors)
is 11.3 for the p = 0 graphs and 6.7 for the p = 1 graphs. The lower p is,
that is, the more weak links in a network, the faster the tracing increases;
weak-link networks are better at connecting large groups of people.
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F1G. 8.—Strong and weak links

Another way to see that our choices of p correspond to strong versus
weak is to calculate transitivity measures. Strong-link networks are sup-
posed to be more transitive: in a strong-link network, it is more likely that
a friend of a friend is my friend also. The simplest transitivity measure
is just the number of transitive triads: the number of triples (3, j, k) (where
i, j, k are all distinct) such that i > j,j > &k, and i = k. For the p = 0
weak-link networks, the number of transitive triads has mean 18.5 and
standard deviation 4.3, and we can use this as a benchmark. The p =
0.6 networks have on average 36.0 transitive triads, roughly 4 standard
deviations away from the benchmark, the p = 0.8 networks have on aver-
age 61.5 transitive triads, roughly 10 standard deviations away from the
benchmark, and the p = 1 networks have on average 105.4 transitive
triads, roughly 20 standard deviations away from the benchmark. Our
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strong-link networks are real “outliers” when compared to the benchmark
set of unbiased networks, but in this way are not completely unrealistic.
For example, in their survey of 408 actual social networks, Holland and
Leinhardt (1975) find the average number of transitive triples to be more
than 5 standard deviations higher than what would be expected assuming
a random “unbiased” distribution.

Assume that everyone has the same threshold 6. When everyone has
the same threshold, it is possible to show (Chwe 1999) that a person revolts
at time ¢ if and only if his neighborhood contains a ¢-clique of size 0 (a ¢-
clique is a set of people in which each person is within ¢ links of every
other). In other words, when everyone has the same threshold 0, revolt is
simply a matter of forming ¢-cliques of size 0. Figure 10 shows the average
number of people who revolt over time for each choice of p and for 6
ranging from 3 to 7. For example, in the first graph, everyone has thresh-
old 3; here, the strong-link networks are very advantageous for revolt in
the first time period. This is simply because the strong-link networks have
many more cliques of size 3, as shown in figure 8. When everyone has
threshold 4, the results are similar: strong links are advantageous (now
in the second period); again, the transitivity or “involutedness” of strong-
link networks helps form small cliques quickly.

When everyone has threshold 5, strong-link networks are better early
on but worse in the long run. Here, strong-link networks form some
cliques of size 5 quickly, but in the long run, the weak-link networks are
better because of their greater “reach,” as illustrated in the tracings in
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F1G. 10.—The number of people revolting when everyone has the same thresh-
old 6, where 6 = 3, 4, 5, 6, 7.

figure 9. When everyone has threshold 6 and everyone has threshold 7,
weak-link networks start to clearly dominate.

That strong as opposed to weak links are important in recruiting for
Freedom Summer is interpreted by McAdam (1986, p. 80) as the links
having different functions: “although weak links may be more effective
as diffusion channels, strong ties embody greater potential for influencing
behavior.” This is of course reasonable, but our model suggests it is not
necessary. In Freedom Summer, a person might participate if a few friends
also participate, which is like having a low threshold (strictly speaking,
in our model only the number of fellow participants matters, not whether
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they are close friends). If you and I are potential participants connected
by a strong link, your friends are likely to be my friends, and participation
among our group of friends would be common knowledge among us. If
you and I are connected by a weak link, your friends and my friends do
not know each other, and hence there is no common-knowledge group to
which we both belong. In other words, the idea that weak links are always
better for communication relies on the assumption that communication
is about knowledge only and not “metaknowledge,” knowledge of what
others know. Strong links are better for forming common knowledge at
a local level, and when thresholds are low, local mobilization is all that
is necessary (see also Marwell, Oliver, and Prahl 1988, p. 532).

To summarize, the “structural” question of whether strong links or
weak links are better for collective action cannot be answered without
considering the “strategic” situation, the distribution of thresholds. Struc-
tural and strategic considerations interact in interesting ways.

LIMITED COMMUNICATION AND THE FRAGILITY OF
COLLECTIVE ACTION

One of the earliest and simplest explicit models of a coordination process
was introduced by Schelling (1978): first, only people with low thresholds
participate, but their participation makes people with slightly higher
thresholds want to participate. As the number participating grows, people
join in successively, in a “snowball” or “bandwagon” effect. I call this the
“simple model.”

This simple model can be represented as a special case of our model;
our model might thus be considered its generalization to arbitrary net-
works. Doing this shows that the simple model implicitly assumes that
communication possibilities are extremely restricted: a person only gets
information about people who have lower thresholds, making bilateral
communication impossible. One compelling result of the simple model is
that collective action depends crucially on the thresholds of people “early”
in its growth (Granovetter 1978). I show that this fragility depends heavily
on the assumption of extremely restricted communication.

To take an example, say that there are five people: one with threshold
1, one with threshold 2, and so on up to threshold 5. The simple model
goes like this: first, the threshold 1 person willingly revolts by himself.
When the threshold 2 person sees one person revolting, that is enough to
make him want to revolt, and he joins in: Then the threshold 3 person
joins in, and so forth until everyone joins in. Note that in this process,
there is no explicit communication and indeed no need to learn anyone
else’s threshold: each person makes their own independent decision given
the number of people already revolting.
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To put this in our framework, one simply considers the network shown
in figure 11, where the numbers 1, 2, 3, 4, 5 indicate each person’s thresh-
old. Our model has quite different premises: people do not observe each
other’s actions but learn their thresholds. Still, the two models give the
same conclusion. In the first period, the threshold 1 person naturally re-
volts and the threshold 2 person revolts because he knows that there is a
threshold 1 person. In the second period, the threshold 3 person revolts
because he learns that there is a threshold 1 person and a threshold 2
person, and so on.

Note that the communication network that adapts our model to the
simple model is very sparse; in fact, it could not be made any more sparse
without disconnecting the group. Communication is ample in that a per-
son eventually learns about everyone with a lower threshold (Braun 1995),
but restricted in that a person never learns about anyone with a higher
threshold; communication is in only one direction, never reciprocal.

The effects of this sparse network are clear in an example. Start with
the same network and the same five people. Now change the first person’s
threshold from 1 to 2 so thresholds are now 2, 2, 3, 4, 5. Now, no one ever
revolts. The first person no longer wants to jump in all by himself, and
hence the second person does not follow. Participation is vulnerable to
small perturbations of people “early” in the bandwagon.

However, if the first and the second person could talk reciprocally, as
in the network in figure 12, the two would jump in together and the band-
wagon would go on as before. In other words, the breakdown of revolt
when going from 1, 2, 3, 4, 5 to 2, 2, 3, 4, 5 depends entirely on the assump-
tion that communication is extremely limited, never reciprocal.

To illustrate this more generally, again consider networks of 30 people
in which each person has three neighbors. Again, say two people have
threshold 1, two people have threshold 2, and so on up to 15. To construct
the social network, we first place the people in a line, ordered by their
threshold, like this: 1, 1, 2, 2, 3, 3, ..., 15, 15. A person’s neighbors are
selected in the following manner: with probability ¢, a “bias” or “skew”

o> — =0 —>0— >0
2 2 3 4 S

F1G. 12.—1If the network is less sparse, the bandwagon is less fragile
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event occurs and a neighbor is selected randomly from a person to the
left (if there is no one to the left, no one is selected); with probability
1 — g, a neighbor is selected randomly from the entire population. Hence,
if ¢ = 1, communication only flows in one direction, from left to right, as
in figure 11. If ¢ = 0, we have an unbiased random graph, as discussed
earlier.

Say we set ¢ = 1 and generate a “maximally skewed” random graph
in this manner. Revolt then starts with the two threshold 1 people and
then spreads to people with higher thresholds. However, if we perturb
the situation by letting the first two people have threshold 2 instead of
threshold 1 (in other words, instead of thresholds being 1, 1, 2, 2, 3, 3,
...,15,15,theyare 2,2, 2,2, 3,3, ..., 15, 15), revolt collapses completely,
as in the simple model. Again, this is because when communication is
never reciprocal, threshold 1 people are necessary to make any revolt at
all possible.

What happens as we move ¢ away from 1, so our networks are not
completely skewed? Let ¢ = 1, 0.9, 0.8, 0.7, 0.6, 0, and randomly generate
200 sample graphs for each value of ¢. Figure 13 shows the average num-
ber of people revolting over time, where the black line corresponds to the
original thresholds 1, 1, 2, 2, 3, 3, ..., 15, 15 and the gray line corresponds
to the perturbed thresholds 2, 2, 2, 2, 3, 3, ..., 15, 15. Note that for all
values of g, revolt in the first period is much greater with the original
than with the perturbed thresholds; this is simply because the original
thresholds include two people with threshold 1. When ¢ = 1, with the
perturbed thresholds, revolt completely collapses. When ¢ = 0.9, however,
by the third period, revolt with the perturbed thresholds is half or more
of that of the original thresholds. As ¢ decreases from ¢ = 0.8, the pertur-
bation quickly makes relatively little difference. Another interesting thing
to note is that there is an “optimal” level of g; for both the original and
perturbed thresholds, revolt increases faster when ¢ = 0.6, for example,
than when either ¢ = 0 or ¢ = 1. In other words, there is an advantage
to having information flow from people with lower thresholds to people
with higher thresholds, but too much skew is bad because it reduces recip-
rocal communication.

To summarize, the simple model greatly overestimates the fragility of
collective action; even when only 10% or 20% of the links are random
and not “skewed,” revolt does not collapse with a small perturbation of
thresholds. Putting it another way, the less skewed the network and the
more possibilities for reciprocal communication, the less fragile is revolt.

One can defend the simple model as applying to a spontaneous, unorga-
nized process, explicit communication being unnecessary or unavailable.
Communication is not necessarily automatic or easy, but it is hard to be-
lieve that a few words (“I’ll do it if you do it”) or even eye contact between
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two people at least could not arise spontaneously. “Research on participa-
tion in a variety of prosaic gatherings, in political, religious, and sports
demonstrations, and probably in riots, establishes that most participants
are neither alone or anonymous; rather they assemble with or soon en-
counter family members, friends, or acquaintances” (McPhail 1991, p. 14).
In any case, the simple model does not approximate the “general” case;
when coordination takes place under the simple model, it takes place un-
der communicative conditions so limited that no pair of individuals can
reciprocally communicate.
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CONCLUDING REMARKS

The broad message of this article is that there is no necessary opposition
between structure and rationality; our model incorporates both explicit
network structure and complete rationality and derives results not obtain-
able from either perspective alone. This supposed opposition, which has
a long and undoubtedly complex historical basis, is evident in current
research: almost all models of the effects of social structure on individual
action make adaptive, bounded rationality, or behavioral assumptions.
This is true not only in sociology (e.g., Gould 1993; Macy 1991, 1995; but
see also Marwell and Oliver 1993) but also in recent work in economics
(e.g., Akerlof 1997; Anderlini and Ianni 1996; Blume 1993, 1995; Ellison
1993; Goyal 1996; Mailath, Samuelson, and Shaked 1997; Morris 1999;
Temzelides 1997; Tesfatsion 1997; Young 1996, 1998). Sometimes this
supposed opposition is drawn very sharply; for example, in his discussion
of the Schelling-Granovetter threshold model, Michael Macy (1991, p.
735) finds that “structural analysis is badly handicapped by Granovetter’s
rational choice assumption . . . that individual participation is triggered
by the contribution rate of the group as a whole. The choices of those in
one’s immediate circle have no special relevance. . . . The structure of
social ties is much more relevant if the actions of others shape individual
behavior directly rather than as a by-product of an underlying interest in
marginal utility.” Here, adding structure seems to require the immediate
jettisoning of rationality, as opposed to any other assumption (see, e.g.,
Krassa 1988; Valente 1996), and seems to lead directly and unarguably
toward a model in which people do not make choices but rather are influ-
enced directly by others.

One advantage of explicitly modeling individual choices, as opposed to
letting behavior directly affect behavior, is that one is led to recognize the
wide variety of strategic situations in which networks play a role and to
develop models that are sensitive to this variety. For example, Hedstrém
(1994, p. 1162) develops a model in which a person’s probability of partici-
pating is a linear function, weighted by social distance, of the participation
of others and readily admits that, for the sake of simplicity, the model
“assumes that the decision to join an organization for collective action
resembles the decision whether or not to buy a private good.” But surely
these are quite different decisions; the entire theory of public goods and
the “free-rider problem,” for example, depends on this distinction. Instead
of effacing this distinction, a network model could more interestingly in-
teract with it: networks that are good for the diffusion of private goods
purchases might be quite bad for the spread of collective political action,
for example.

Similarly, what exactly people do with the network can also be made
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explicit. It is commonly argued that a social network is used to communi-
cate information, but information is almost never modeled explicitly (the
“state space” model, used here, is one of several ways to model it). Also,
it is often unclear what the information is about. As in the Schelling-
Granovetter model, a person usually is assumed to react to the actions of
her neighbors in the network. In my model, a person learns about her
neighbors’ preferences, their willingness to revolt, and does not directly
respond to their actions. This distinction is not merely conceptual but can
be found in “real life,” for example, in Dingxin Zhao’s (1998) analysis of
the April 27, 1989, student demonstration in Beijing. A crucial “ecologi-
cal” factor for participation was that students lived close together in uni-
versity dormitories, allowing them to discuss and “share their anger.”
This communication process, which enabled students to know that
enough others felt the same way, is what my model tries to describe. Once
students marched on the street, however, students on bicycles rode back
and forth between separate groups, thereby informing each group that
other groups were already marching, and there was a “snowball” effect
as in the Schelling-Granovetter model.

One specific contribution of my model is that it allows a person’s choice
to depend on the relationships among his neighbors. I make the strong
assumption that a person knows whether two of his neighbors know each
other, and as illustrated in the many examples above, what a person
knows about the knowledge of other people is crucial. The extent to which
this assumption is empirically valid is not yet settled: some empirical re-
searchers (notably Bernard, Kilworth, and Seiler 1980, 1982) find that a
person’s knowledge of specific instances of social interactions among the
people around her is typically quite poor, while others (e.g., Freeman,
Romney, and Freeman 1987; Freeman, Freeman, and Michaelson 1988;
see also Romney and Faust 1982) find that a person is typically fairly
good at understanding the long-term patterns of interaction around her.
Presumably, one reason this question is interesting is because it might
affect individual and thus social behavior. However, in almost all existing
models, including models in which a person’s action is a linear function
of the actions of his neighbors (e.g., Gould 1993; Hedstrom 1994), learning
models (e.g., Macy 1991), and models in which people can explicitly orga-
nize each other and sign all-or-nothing contracts (Marwell and Oliver
1993), the question is irrelevant. In all of these models, a person’s action
depends only on her neighbors and their actions and not on the connec-
tions among her neighbors; connections among neighbors do affect the
long-run evolution of society-wide behavior but do not affect an individu-
al’s action at a given moment. Whether the two friends I get information
from know each other or not should have an effect on my decision. Al-
though this effect depends on me knowing whether my two friends know
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each other, it is also unwarranted to a priori rule out this effect completely,
as do existing models.

In this way, existing models are somewhat limited in looking at network
transitivity; for example, cliques are often found to be bad for collective
action, despite the intuition that collective action starts in small “subcul-
tures,” which are commonly thought of and “detected” as cliques. To take
another example, there is some evidence that people’s beliefs are systemat-
ically biased toward transitivity: people tend to think that the networks
they belong to are more transitive than they really are (see, e.g., Freeman
1992). To explore the implications of this bias for individual and social
action, one needs a model in which transitivity directly matters. Finally,
there is even an immediate implication for survey methods: when Opp
and Gern (1993), for example, surveyed participants in the demonstrations
that led to the collapse of East Germany, they asked each person whether
he had friends who participated and found that this was a significant
variable in predicting his participation. Our model suggests that each per-
son should also be asked if his friends who participated knew each other.
If this variable is significant (of course after controlling for spurious corre-
lations), then this would be evidence for a communication model as in
this article.

In sum, structure and strategy can work together in various interesting
and unexpected ways: for example, the game-theoretic model here, in
which knowledge of other people’s knowledge is crucial, allows transitiv-
ity to affect individual action more directly than bounded rationality or
behavioral models seemingly more congenial to structural considerations.
The structural approach and the strategic approach to collective action
can surely find more insights together than separately.

APPENDIX

Here I specify explicitly people’s utilities, knowledge, and strategies, and
then consider equilibria. First, define utility: given person i’s own thresh-

old 0; and everyone’s actions a = (@, . . . , @,), her utility #;(;,
ai, ..., a,) is given by
0 ifa;=s
u;0;,a,...,a,)=131 ifa;=rand#je N:ia;=+}=6;
—z ifa;, =rand #{j € N:ag; = 7} <9,

where —z < —(n + 1) In other words, a person always gets utility O by
staying at home. If he revolts, he gets utility 1 if the total number of people
revolting is at least 0;, his threshold. If he revolts and not enough people
join him, he gets the very large penalty —z.
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I represent person i’s knowledge as a partition of the set of all possible
states of the world. Since the uncertainty here is over everyone’s thresh-
olds, the set of all possible states of the worldis ® = {1, 2, 3,...,n + 1}~
For simplicity, I assume that thresholds are independently and identically
distributed, and that each threshold is equally likely: thus the probability
distribution :©® — [0,1] over O is given by (8) = 1/(» + 1)". Since people
are also assumed to have incomplete information about the network (per-
son ¢ only knows the network structure within his neighborhood B(2)), I
should also explicitly model uncertainty in the network. However, given
our other particular assumptions, doing this would not change any of the
results.

Person i knows the thresholds of people in the neighborhood B(:).
Hence, if the actual state of the world is 8 € ©, then person i knows only
that the state of the world is in the set P;(8) = {(05¢), dn-54): On-56) € {1,
2,3,...,n + 1}""*89} (we use the notation 0, = (8,);c4). Taken together,
the sets {P;(0)}pco form a partition of ©®, which we call P

Person ¢’s strategy is a choice of action given her knowledge of the state
of the world. Thus, I define a strategy for person i to be a function f;:
© — {r, s} which is measurable with respect to %;, that is, for all 0, 8’ € O,
if 0, 0’ € P, where P € P;, then f,(0) = f;(0’). The idea here is that if 0
and 0 are in the same element of the partition %;, then person ¢ cannot
distinguish between the two states © and 6’, and hence must take the
same action in the two states. Say that F; is the set of all strategies of per-
son .

Given strategies (fy, . . ., f,), person ¢’s expected utility is EU;(fy, . . .,
fn) = 29&6 n(e)ui(ei)fl(e)y e afn(e)) We say that (flv oo 7fn) is an equilib'
rium if for all i € N, and for all g; € F;, EU(f, ..., ,) = EU(fy, . . .,
fi-1, &> fi+1y - -+ » Ju). In other words, (fy, . . ., f,) is an equilibrium if no
individual can gain by deviating to another strategy g; € F..

In general, there exist many equilibria. It is not hard to show that there

uniquely exists an equilibrium (f7, . . ., f,) such that if (£, ...,f,)is an
equilibrium, then £;(0) = » = £;(6) = 7. In other words, the equilibrium
(f3, - - ., f) has the greatest possible revolt: if person i revolts in any

equilibrium, she revolts in this “best” equilibrium. We assume that this
equilibrium is the one which is played. Given the relation — and thresh-
olds 6, the set of people who revolt is {i € N: f;(0) = 7}.
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